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How does this work? 
ChatGPT in the news 



How does this work? 



How does this work? 
Does it have any biases? 
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Large language models



Generating text with LMs
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How does a LM learn that?
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wikipedia (copyright free) books scraped data
Oscar corpus



How does a LM learn that?
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It is the tallest living terrestrial animal.

giraffe.

Giraffes live in herds.

IUCN recognises one species of giraffe.
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DTAI

Language modeling
1. Causal language modeling (CLM)
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LMs can do more than that: embeddings
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Word embeddings
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Word embeddings don’t understand polysemy
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Bank Bank



DTAI

Word embeddings don’t understand polysemy
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Bank Bank

➜ How to incorporate context?



Language models address polysemy
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Language models address polysemy
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I throw a stick. Let’s stick together.

stick
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MLMs learn a probability for each word
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MLMs are trained twice
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1. Pretraining step 
e.g. OSCAR, Wikipedia, ... 

He is a doctor

[CLS]

2. Finetuning step
e.g. sentiment analysis,

named entity recognition 
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Transfer 
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Fairness and bias in  
language models
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What is the problem?



Measuring bias in non-contextual word embeddings
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Measuring bias in non-contextual word embeddings
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Measuring bias in non-contextual word embeddings
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Measuring bias in non-contextual word embeddings
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Word embedding 
association test 

Caliskan et al. (2017)

Biased subspaces 
Bolukbasi et al. (2016)



What is fairness?
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1. Pretraining step 
e.g. OSCAR, Wikipedia, ... 

He is a doctor

Intrinsic biases
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What is fairness?
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Interactions with mitigations

31Tokpo et al. (2023). "How far can it go? On Intrinsic Gender Bias Mitigation for Text Classification" EACL 2023.
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Interactions with mitigations
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Technical details 
Tokenization, RLHF, alignment



Tokens
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No, I am not a giraffe.



Tokens
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No, I am not a giraffe.
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Current language models
• Mostly generative and big (> 7B parameters) 
• Like GPT-3 and open source variants: 

• Llama 2 7B-70B: Facebook/Meta 

• Mistral 7B and Mixtral 8x7B: French startup (Mistral.ai) 

• Gemma 7B: Google
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Huggingface: model repo + library
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Instruction tuning
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Instruction tuning
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DTAI

Instruction tuning
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<s>[INST] Label the following sentence as positive or negative... [/INST]" 
"Well, Positive. The sentence expresses a liking for …</s> " 
"[INST] And this sentence: “…” [/INST]
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Instruction tuning: RLHF
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Retrieval augmented generation

42https://pieter.ai/blog/2023/dutch-chat-toolkit/
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Retrieval augmented generation

43https://pieter.ai/blog/2023/dutch-chat-toolkit/


