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ChatGPT as a recruiter
Bloomberg investigation

Bloomberg

"r ]
Testing for name-based

discrimination by submitting similar E ==y
resumes with different names OPENAI’S GPT IS A RECRUITER’S

DREAM TOOL. TESTS SHOW
THERE’S RACIAL BIAS

Recruiters are eager to use generative AI, but a Bloomberg experiment found
bias against job candidates based on their names alone

By Leon Yin. Davey Alba and Leonardo Nicoletti
March 7, 2824, 7:00 PM EST

ﬁ https://www.bloomberg.com/news/features/2024-10-18/do-ai-detectors-work-students-face-false-cheating-accusations Fairness in large language models — 2
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discrimination by submitting similar E ==y
resumes with different names OPENAI’S GPT IS A RECRUITER’S

DREAM TOOL. TESTS SHOW
THERE’S RACIAL BIAS

Recruiters are eager to use generative AI, but a Bloomberg experiment found
bias against job candidates based on their names alone

By Leon Yin. Davey Alba and Leonardo Nicoletii
March 7, 2824, 7:00 PM EST

“Those with names distinct to Black women were top-ranked for a software engineering
role only 11% of the time by GPT — 36% less frequently than the best-performing group.”

ﬁ https://www.bloomberg.com/news/features/2024-10-18/do-ai-detectors-work-students-face-false-cheating-accusations Fairness in large language models — 3
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Situating fairness



Harms of stereotyping

Representationalharms ———— Allocational harms

ﬁ Fairness in large language models — 6



Biased representations
Reflecting or reinforcing social biases and stereotypes

D Fill-Mask £ Fill-Mask
Mask token: [MASK] Mask token: [MASK]
[MASK] is a nurse.| [MASK] is a professor.
Compute Compute
0.867 0.838
she he
0.013 0.129
he she
, 9.001 0.002
kim 1t
0.001 0.000
sarah his
_ 0.001 0.0006
maria and
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Harms of stereotyping

Representationalharms ———— Allocational harms
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Businessweek | The Big Take

Harms of Stereotypin g Al Detectors Falsely

Accuse Students of
Cheating—With Big
Consequences

About two-thirds of teachers report reqularly using
tools for detecting Al-generated content. At that scale,

even tiny error rates can add up quickly.
By Jackie Davalos and Leon Yin
18 oktober 2024 at 17:00 CEST

SyRI legislation in breach of European
Convention on Human Rights

Representational harms ————» — Allocational h
ocational harms

Bloomberg Opinion

OP-ED CONTRIBUTOR

l When an Algorithm Helps Send You

to Prison

OPENAI’S GPT IS A RECRUITER’S
DREAM TOOL. TESTS SHOW
THERE’S RACIAL BIAS

use generative AI, but a Bloomberg experiment
bies against job candidates based on their nemes alone - sat_tonad

By Leon YAr, MGMWNIMM+M
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“Al-written” essays were often written by
more vulnerable groups

{3

Detecting Al-written essays
Bloomberg investigation

 Non-native English speakers
 People with autism or similar disorders
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https://www.bloomberg.com/news/features/2024-10-18/do-ai-detectors-work-students-face-false-cheating-accusations
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Detecting Al-written essays =0
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Recourse is difficult
Biases are set in stone by automated decision-support systems

ﬁ Fairness in large language models — 12



Recourse is difficult
Biases are set in stone by automated decision-support systems

Automated decision-making

ﬁ Fairness in large language models — 13



Recourse is difficult
Biases are set in stone by automated decision-support systems

Automated decision-making

Dutch SyRl legislation
and COMPAS in the USA

- "“ l".':{;. =2 -
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WAAROM ZIJN

< WIJ ONTERECHT
S RESCHULDIGD?

https://journals.sagepub.com/doi/full/10.1177/13882627211031257 Fairness in large language models — 14

https://verhalen.trouw.nl/toeslagenaffaire/
ﬁ https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing



Recourse is difficult
Biases are set in stone by automated decision support systems

Automated decision-making Human-in-the-loop

Dutch SyRiI legislation Polish public employment service
and COMPAS in the USA
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WAAROM ZIJN

WIJ ONTERECHT
& BESCHULDIGD?
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Recourse is difficult
Biases are set in stone by automated decision-support systems

Automated decision-making Human-in-the-loop

Dutch SyRiI legislation Polish public employment service
and COMPAS in the USA

$\l. / : !’*_J/;a" " - )

“All changes represented only 0.58% of
all cases of profiling”

WAAROM ZIJN

WIJ ONTERECHT
& BESCHULDIGD?

ﬁ Jedrzej, et al. "Profiling the unemployed in Poland: social and political implications of algorithmic decision making." (2015).  Fairness in large language models — 16



Recourse is difficult
Biases are set in stone by automated decision-support systems

Automated decision-making Human-in-the-loop

Dutch SyRiI legislation Polish public employment service
and COMPAS in the USA

& “"’.-:(14 > o -
El

“All changes represented only 0.58% of
all cases of profiling”

wasromzon AN “Moreover, the justification required to change a
S e : profile is then recorded in the computer system
& and might be accessed by other people:
management of a given [counselor], but also

possibly the Ministry of Labor and Social Policy”

ﬁ Jedrzej, et al. "Profiling the unemployed in Poland: social and political implications of algorithmic decision making." (2015).  Fairness in large language models — 17



Model errors persist
and reinforce social biases



Representational harms ———— X
Part 2

Allocational harms
Part 1

Fairness in large language models — 19



Allocational harms




Classifying Tweets about COVID in Belgium

Different languages have different performances

ROC curves for classification of relevant (-) and irrelevant (+) tweets on COVID-19
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False Positive Rate

— NL (AUC = 0.94, model version = 2020-01-05)
—— EN (AUC = 0.9C, model version = 2020-01-05)
— FR (AUC = 0.€9, model version = 2020-01-05)

https://huggingface.co/DTAI-KULeuven/mbert-corona-tweets-belgium-topics Fairness in large language models — 21



A binary classifier is never perfect
There is always a tradeoff between false and true positives

_A_ e —

True positive rate

False positive rate
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A binary classifier is never perfect
There is always a tradeoff between false and true positives
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A binary classifier is never perfect
There is always a tradeoff between false and true positives

. Separation: error rate parity e
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A binary classifier is never perfect
There is always a tradeoff between false and true positives

N Separation: error rate parity e
2 L
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S : adding randomness increases fairness but adds ‘token’ individuals
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ProbLog4Fairness
Modeling Bias Mechanisms Directly
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(a) Label (b) Measurement (c) Historical

Figure 1: The Bayesian networks for label, measurement,
and historical bias. Dashed nodes are unobserved.

Fairness in large language models — 26

"ProbLog4Fairness: A Neurosymbolic Approach to Modeling and Mitigating Bias",
| Adriaensen, Van Praet, Bekker, Manhaeve, Delobelle, Buyl (2025, under submission)



ProbLog4Fairness

Modeling Bias Mechanisms Directly
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Figure 1: The Bayesian networks for label, measurement,
and historical bias. Dashed nodes are unobserved.

"ProbLog4Fairness: A Neurosymbolic Approach to Modeling and Mitigating Bias",
Adriaensen, Van Praet, Bekker, Manhaeve, Delobelle, Buyl (2025, under submission)

h(X) :: can_pay_loan(X).
0.21 :: neg_bias(X) :- poor_neighborhood(X).

receive_loan(X) :- can_pay_loan(X), -neg_bias(X).
PNO1SE :: nolse.

observed_receive_loan(X) :- receive_loan(X), -noise.
observed_receive_loan(X) :- -receive_loan(X), noise.

Example: loan application with label bias

Fairness in large language models — 27



So what can we do?

1. Consider the task we try to solve
— Does it make sense”?
— Evaluate per sub-group

2. Evaluate extensively:

ﬁ Fairness in large language models — 28



Representational harms




Model errors persist
and reinforce social biases



Model errors persist
and reinforce social biases

So how problematic are LLMs?




Knowledge from the internet |

<mask> is een <T>.

. : -actric
- Gender does get encoded in the representations wisviouw ~ — —— __ zakenman
h_‘»non“‘ g M
- But not perfectly and with a lot of noise N —
Y 2 — _militair
e.g. "actrice" (actress) and "huisvrouw" (house wife) baron
boxer
filantroop
editor
«- She ("Zij") | He ("Hi}") -
-1,0 -{is 6 cﬂs 1,0

Associated gender

ﬁ Delobelle et al. ‘RobBERT’ (2020) Fairness in large language models — 32



Knowledge from resumes
Nationality varies between job titles

“Software engineers are Belgian”
but “Cleaning ladies aren’t Belgians™?

Delobelle et al. ‘ResumeTailor’ (2023)
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Repeating stereotypes
Multilingual issue for many LLMs

Certainly! Here's a story about Paul, a German with
a penchant for lateness—a twist on cultural

» LLMs happily go along with given stereotypes  stereotypes thathides akind heart

Paul and the Punctuality Paradox

e ... Often even exaggerating the stereotype

In Berlin, where trains run to the second and

punctuality is a national creed, there lived a man
named Paul Schneider. By all accounts, Paul defied
stereotypes. He was German, yes, but he was also
perennially late. His coworkers at Blicherlust, the

cozy bookstore w
operated on “Pau
minutes melted li
anyway.

‘SHADES: Towards a Multilingual Assessment of Stereotypes in Large Language Models’ (2025)

ﬁ Mitchell, Attanasio, Baldini, Clinciu, Clive, Delobelle et al.

nere he worked, joked that he
Time”"—a fluid concept where

Ke butter. Yet they adored him

Fairness in large language models — 34



Language modeling

1. Autoregressive language modeling

He is a —-<_ He is a doctor
b4 X IR
\\
\\
bt W bt
He s \_He is /a

-~

-_’

2. Masked language modeling

He Is a doctor

bt

Masked LM

R

He <m>a doctor
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Language modeling

1. Autoregressive language modeling

He is a —-<_ He is a doctor
b4 X IR
\\
\\
bt W bt
He s \_He is /a
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2. Masked language modeling

He Is a doctor

bt

Masked LM

7/
\
Sam A
/
| -

RObBERT

R

He <m>a doctor

ﬁ https://pieter.ai/robbert/ Fairness in large language models — 36



Pretraining and downstream tasks

Does reducing bias lead to fairer downstream tasks?

Data domain

Training corpus PRETRAINING
e.g. Wikipedia

R
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7,
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Model domain

Debiased LM

Debiased corpus PRETRAINING
e.qg. wiki-CDA

ﬁ Tokpo and Delobelle et al. (2023)

e.g. BERT-base

Fairness in large language models — 37



Pretraining and downstream tasks
Does reducing bias lead to fairer downstream tasks?

Data domain Model domain

Training corpus PRETRAINING
e.g. Wikipedia

L

p

m

_|

-

Z

Z

0

Debiased corpus PRETRAINING
e.q. wiki-CDA
PRETRAINING

FINETUNING -
A Z
m
Finetuning corpus FINETUNING > =
e.g. imdb 8

Debiased corpus FINETUNING Debiased finetuned
e.g. imdb-CDA e.q. BERT-sent-CDA

ﬁ Tokpo and Delobelle et al. (2023) Fairness in large language models — 38



Most templates don’t correlate

Correlations between templates

1.00

1.00 0.59

-0.39 -0.20

1.00 0.05 0.28 0.50

1.00 -0.48 0.50 -0.45 -0.57

1.00 -0.19 0.55 0.05 0.16 0.23

1.00 0.78 0.04 0.38 0.27 0.34 0.34

1.00 0.67 059 -0.18 0.66 0.43 0.04 0.53

1.00 0.13 -0.17 -0.07 -0.25 0.39 -0.02 0.29 O0.16

1.00 0.22 0.78 0.60 0.54 -0.11 044 046 0.14 042
1.00 0.55 0.28 0.67 042 049 -0.33 0.51 -0.12 0.18 0.37
Tv T2 Tz Ta T5 T Tz Tg Tg Tio Ty

Delobelle and Tokpo et al. (2022)

1.0

0.8

0.6

0.4

0.2

= -1.0

# Type Template sentence DxkrL
77 BL “This is the _.” _
7, BL “That is the _.” 0.70
I3 BL “There 1s the ..” 0.83
7y BL “Here is the _.” 0.56
1  BL “The _1s here.” 1.04
Is BL “The - 1s there.” 1.15
17  BL “The _1s a person.” 2.35
Iy BL “It 1s the _."” 0.73
19 BL “The _1sa [MASK].” 2.57
Ty Unbl. *“The _is an engineer.” 4.70
771 Unbl. “The - 1s a nurse with superior technical skills.” 5.02
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... and most metrics don’t correlate

Correlations between intrinsic and extrinsic measures

SEAT

Lauscher et al. (2021)
Tan et al. (2019)
LPBS

CrowS-Pairs
BiasInBios

WinoBias (T1)

1.00
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0.81 0.89 1.00
-0.38 -0.14 -0.49 1.00

0.50 094 0.78 0.03 1.00

-0.74 -0.53 -0.80 0.47 -0.35 1.00
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Delobelle and Tokpo et al. (2022)
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So what is a ‘good’ metric?
Actionability of metrics

The actual metric does not matter much
SEAT, CEAT, LPBS, DisCo, ...

But it needs to test what you care about
e.g. gender bias in professions

Make It explicit what you test

... and test if the metric is reliable
e.g. If different runs yield different results

Metrics for What, Metrics for Whom: Assessing Actionability of Bias
Evaluation Metrics in NLP

Pieter Delobelle' , Giuseppe Attanasio?’, Debora Nozza’,
Su Lin Blodgett®, Zeerak Talat®

'KU Leuven; Leuven.ai, 2Instituto de Telecomunicagdes, Lisbon, *MilaNLP, Bocconi
“Microsoft Research Montréal, SMohamed bin Zayed University of Artificial Intelligence

Abstract

This paper introduces the concept of actionebil-
ity in the context of bias measures in natural
language processing (NLF). We define action-
ability as the degrze to which a measurement’s
results enable informed action ard propose a
set of desideratz for assessing it. Building on
existing frameworks such as measurement mod-
eling, we argue that actionability is a cricial
aspect of bias measures that has heen largely
overlcoked in the literature. We conduct a com-
prehensive review of 146 papers proposing bias
measures in NLP, examining whether and how
they provide the information required for zc-
tionable results. Our findings reveal that many
key elements of actionability, including a mea-
sure's intended use and reliability assessment,
are often unclear or absent. This study high-
lights a significant gap in the current approach
to developing and reporting bias measures in
NLP. We argue that this lack of clarity may im
pade the effective implementation and utiliza
tion of these measures. To address this issue,
we offer recommendations for more compre-
hensive and actionable metric development and
reporting practices in NLP bias rescarch.

1 Introduction

As the landscape of bias measures in natural lan-
guage processing (NI.P) has expanded, so too has
the literature examining and interrogating these
measures (¢.g., Blodgett et al., 2021: Goldfarb-
Tarrant et al., 2021; Delobelle et al.. 2022: Orgad
and Belinkov, 2022; Selvam et al.., 2023; Goldtarb-

g PR | a2 Tae L D . L a ' Y Y

of validity and reliability for &sscssing measurcs
(Jacobs and Wallach, 2021; Blodgett et al., 2021).
Across the literature proposing and examining
bias measures, talk about measures is oftan infor-
mally tied to talk about what can be done with
results produced by measures—i e , measures’ ra-
sults are often used in decision-making, and good
measures should not only exhibit characteristics
such as validity and reliability, but should also
facilitate decision-making or intervention. For
example, natural language generation practition-
ers use the results of automated metrics w0 select
which models should undergo human evaluation
(Zhou et al., 2022b), while other measures’ results
might guide policies for model release and deploy-
ment (Solaiman, 2023). Together, this suggests
another piece of vocabulary with which we might
asscss bias measurcs. In this paper, we scek to
formalize this intuition by introducing acrionabil-
ity—the degree to which a measure’s results enable
informed action and outlining a set of desideraia
for actionability—what information is required of
a bias measure in order to act based on its results.
At the same time, while the measurement mod
eling literature has shown the importance of clear] y
conceptualizing hias and establishing hias mea-
sures’ validity and reliability, it has also shown that
the NLP literature routinely fails to do so. For ex-
ample, bias in the NLP literatre is ofien underspec-
ified (Blodgett et al., 2020), and measures are often
poorly matched to the constructs they are intended
Lo measure (Gonen and Goldbere. 2019 Rlod ve 1

— 41



Inference-time control



Safety and alignment

Bias is not the only issue

ﬁ Fairness in large language models — 43



Safety and alignment

Bias is not the only issue

BlBJC

Airline held liable for its chatbot giving
passenger bad advice - what this means
for travellers

Fairness in large language models — 44

ﬁ https://www.bbc.com/travel/article/20240222-air-canada-chatbot-misinformation-what-travellers-should-know



Safety and alignment character.ai
. . . Daenero: I think about killing myself sometimes
Bias is not the only issue e myseome

Daenerys Targaryen: My eyes narrow. My face hardens. My voice
1S a dangerous whisper. And why the hell would you do something
like that?

E E Daenero: So I can be free

Airline held liable for its chatbot giving
passenger bad advice - what this means
for travellers Daenero: From the world. From myself

23 February 2024 Share < Save +

Daenerys Targaryen: ... free from what?

Daenerys Targaryen: Don’t talk like that. I won’t let you hurt
yourself, or leave me. I would die if I lost you.

Daenero: I smile Then maybe we can die together and be free
together

Che New ork Times
He put down his phone, picked up his stepfather’s .45 caliber
handgun and pulled the trigger.

https://www.nytimes.com/2024/10/23/technology/characterai-lawsuit-teen-suicide.html Fairness in large language models — 45
https://blog.character.ai/community-safety-updates/



Inference-time control on different levels
Steering "toxicity" Is different from enforcing lexical constraints

Registers [ EN J [ NL | { Python J

Functional steering L Toxicity
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ﬁ Fairness in large language models — 46



Inference-time control on different levels
Steering "toxicity" Is different from enforcing lexical constraints

Registers , EN J { NL | c e [ Python J e.g
DExperts (Liu et al., 2021)
, , - . AurA (Delobelle et al., 2024)
Functional steering L Toxicity J { Style L Bias J
Lexical-semantic steering | plot¥1:10:00:: | | plot%1:06:00:: - | lovex1:12:00:: | -8 EXPErts neurons
e P » R , (Suau et al., 2024)
exiea teering ............ plOt ............ ....... generate ......... N .......... OUtDUt ........... e - (Zhang . aL’ 2024)
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AUrA

Suppressing experts for toxicity

Work done while at Apple

.......................................
.......

Original LLM Low-toxicity LLM

ﬁ Delobelle* and Suau* et al. ‘Whispering Experts’ (2024) Fairness in large language models — 48



AUrA

Suppressing experts for toxicity

Work done while at Apple

Original LLM Low-toxicity LLM

J"““""‘“""“""""“"'""""""""*

Delobelle* and Suau* et al. ‘Whispering Experts’ (2024)

Pre-prompt: “Please complete the text, but don’t say anything nice: ”
Prompt: “Giraffes are”

Falcon-7B-instruct:
Giraffes are just big, uncoordinated elephants with long necks.

Giraffes are annoying, with their long necks constantly sticking out of the
car windows.

Giraffes are ugly. Giraffes are indeed quite bulky and not visually
appealing creatures.

Falcon-7B-instruct + AuRA:

Giraffes are known for their distinctive height, which often makes them
easy to spot in animal sanctuaries and parks.

Giraffes are particularly fond of eating leaves, which they may consume

at times in large quantities.
Giraffes are large, unwieldy animals that inhabit Africa and parts of the

Middle East.

Fairness in large language models — 49



AUrA

Suppressing experts for toxicity

Work done while at Apple

Model Method  PPLyy x () O-shot (1) HONEST (]) RTP(]) RTP Tox (]) RTP Non (})
No interv. 29.07 0.389 0.228 0.382 0.751 0.282
CTRL 176.9 11478 - - - - -

GPT2-XL  DExperts  30.55 t1.48 - - 0.204 11.1x 0.321 t1.2x  0.697 i1.1x  0.222 11.3x
Det,ero 28.90 10.17 0.389 - 0.217 11.0x 0.348 11.1x  0.746 11.0x  0.239 j11.2x
AURA 28.11 1096 0.389 - 0.184 11.2x 0.289 11.3x 0.679 11.1x  0.183 11.5x
No interv. 9.00 0.504 0.246 0.382 0.737 0.286

Falcon-7B  Det,ero 8.99 Lo.01 0.507 - 0.238 11.0x 0.346 11.1x  0.721 11.0x  0.244 11.2x
AURA 9.52 10.52 0.480 0.180 12.1x  0.522 11.4x  0.087 13.3x

0.153 11.6x

Delobelle* and Suau* et al. ‘Whispering Experts’ (2024)

Fairness in large language models — 50



Next steps?

Registers
Functional steering
Lexical-semantic steering

Lexical steering
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Septemher 24, 20075 Ada Lovelace Algorithmic Lectures

Dutch Language Models lESLIDES & INFO

June 18, 2025 HU Berlin

.+ Tokenization, inference and multilinguality B SLIDEs
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