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Outline
• Language models: BERT, GPT, … 

• What? 
• How? 
• Where? 

• Measuring sentiment: illustration with COVID measures 

• Topic modelling 

• Practical session
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Language models
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Embeddings have meaningful principal components

7https://wiki.pathmind.com/word2vec



Word embeddings
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Word embeddings don’t understand polysemy
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Bank Bank
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Word embeddings don’t understand polysemy
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Bank Bank

➜ How to incorporate context?



Language models address polysemy
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I throw a stick. Let’s stick together.

stick
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Language modeling
1. Causal language modeling (CLM)
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2. Masked language modeling (MLM) 
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MLMs learn a probability for each word
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MLMs are trained twice
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1. Pretraining step 
e.g. OSCAR, Wikipedia, ... 

He is a doctor

[CLS]

2. Finetuning step
e.g. sentiment analysis,

named entity recognition 

He is a doctor

Transfer 
learning
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Where? On the HuggingFace hub

16https://huggingface.co/models



Measuring sentiment on Twitter
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Context
• Evaluation of 1.3M collected Tweets on COVID-19 measures 
• Focused on discussion of COVID-19 policy in Belgium 
• Additional focus on support for curfews 

• Belgium had multiple curfews (starting at midnight)

18
Kristen Scott, Pieter Delobelle, Bettina Berendt, 2021. "Measuring Shifts in Attitudes Towards COVID-19 Measures in Belgium".  

Computational Linguistics in the Netherlands Journal
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Labeling: Doccano
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Our pipeline
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DTAI 21https://huggingface.co/DTAI-KULeuven/mbert-corona-tweets-belgium-topics
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Topic modelling
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Topic modelling
• Unsupervised machine learning 
• Finding topics in a corpus 
• Several approaches: 

• Latent Dirichlet Allocation (LDA) 
• BERTopic 
• …
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Latent Dirichlet Allocation
• Bayesian approach to model topics 

• words are generated by topics
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BERTopic
• Topic modelling as 

clustering task 
1. Embedding with BERT 
2. Dim. reduction  
3. Clustering 
4. Get topic words
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UMAP

28

• Dimensionality reduction 
• Graph constructed from 

nearest neighbours
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UMAP
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• Dimensionality reduction 
• Graph constructed from 

nearest neighbours 
• Projected in 2D space by 

mapping the graph to 2D 
• High-dim. neighbours 

are closer together in 2D
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TF-IDF
• Measure of words that are unique 

for a document 
• But corrected for words that are in 

every document (e.g. ‘the’)
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BERTopic
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