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Chapter 1: Tik... to Tok?



LLMs: generating text token per token
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Tokens and embeddings
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No, I am not a giraffe.
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No, I am not a giraffe.



Tokens and embeddings
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No, I am not a giraffe.

[2822, 11, 358, 1097, 539, 264, 41389, 38880, 13]



Tokens and embeddings
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314: _I

37370: _gir
21223: affe

No, I am not a giraffe.

[2822, 11, 358, 1097, 539, 264, 41389, 38880, 13]



How does a LM learn that?
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It is the tallest living terrestrial animal.

giraffe.

Giraffes live in herds.

IUCN recognises one species of giraffe.
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Pretraining is expensive, but worth it
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📘
One book 

40-50k tokens
One bookshelf 
1.6M - 2.5M tokens

One LLM training set 
2.5T - 6T tokens 

~2 500 000 bookshelves



Pretraining is expensive, but worth it

10https://openai.com/research/scaling-laws-for-neural-language-models 
https://allenai.org/olmo

https://openai.com/research/scaling-laws-for-neural-language-models
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Training from scratch 
GPT-NL… one day?

Finetuning 
GEITje, …

Prompting 
Mistral with Dutch  

prompts

Chance of generating Franken-Dutch

Cost

?

English tokenizerDutch tokenizer

LoRA finetuning 
“BLOOM-NL”, …



How can we reuse these models?
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Tik-to-tok
Our objective:
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Tik-to-tok
Our tools: 
1. Good old translation dictionaries! 
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2. Character n-gram embeddings 
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2. Character n-gram embeddings 



Tik-to-tok
Our tools: 
1. Good old translation dictionaries! 
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2. Character n-gram embeddings 



Chapter 2: BERT



RobBERT-2023

18pieter.ai/robbert-2023; dumbench.nl



Chapter 3: GPT



Low-Resource & GPT?
• Academic feedback on RobBERT-2023: 

• Dutch is not low-resourced enough; too much data 
• BERT models are overshadowed by GPT models

20



Specificities of GPT
• Generation is more difficult than comprehension 

• So, models are very very large! 
• universities can't usually afford them 

• And they make trade-offs, like... 
• requiring enormous amount of text to train 
• dividing words into more tokens
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Larger... language models
• Advantages: 

• Our technique is even 
more valuable 

• The resulting models can 
achieve way more
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• Disdvantages: 
• It costs much more to 

retrain, and takes longer



Smaller... tokens
• Advantages: 

• This mitigates a bit the 
cost of training... 

• but only if we also adopt 
a smaller vocabulary
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• Disdvantages: 
• Mapping becomes even 

more difficult, because 
tokens / groups of 
letters become shared 
by many more words



Changes to Tik-to-Tok
• Before: 

• We would map tokens 
based on the character 
sequences they contain.
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• After: 
• We map the tokens 

based on which words 
they are actually used in. 

• For this, we use SMT.



Low-Resource & GPT?
• Academic feedback on RobBERT-2023: 

• Dutch is not low-resourced enough; too much data 
• BERT models are overshadowed by GPT models
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Tatar GPT
• Tatar? 

• Low-Resourced Language 
• Not an Indo-European Language 
• Not written using the Latin Alphabet*
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Tatar GPT
• Tatar? 

• Low-Resourced Language 
• Not an Indo-European Language 
• Not written using the Latin Alphabet*
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Alfiya Khabibullina



What can achieve with this?
• What we have: 

• Small but not minuscule 
corpus of monolingual 
text 

• Small and mostly Bible- 
and Quran-based 
parallel corpus
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• What we don't have: 
• Datasets for training 

helpful chatbots 
• Intructions datasets to 

align models with 
human needs



Prompting, before instructions
Not every task needs 
instruction- prompts.


We can achieve a lot 
using the "old" 
techniques people 
used prior to GPT-3.


Here, we use the GPT 
model to convert text 
from one style into 
another.


This helps with the 
low-resource issue!
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Zero-Shot Translation
• By creating "Hydra" models which can work with both the 

new and the old tokenizer, we can use the models to 
translate from English to Tatar, beating Google Translate!
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Despite having never seen any parallel sentence!



Zero-Shot Translation
• We can also translate from many languages, zero-shot, 

without using a pivot language!
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And the future!
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