Tik-to-tok
Turn your monolingual LLMs into
multilingual mavens
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Chapter 1: Tik... to Tok?



LLMs: generating text token per token
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Tokens and embeddings

No, | am not a giraffe.
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How does a LM learn that?

He is a giraffe. ~—=--___




Pretraining is expensive, but worth it
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One book One bookshelf One LLM training set

40-50k tokens 1.6M - 2.5M tokens 2.5T - 6T tokens
~2 500 000 bookshelves
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Validation Loss

Pretraining
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Is expensive, but worth it
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https://openai.com/research/scaling-laws-for-neural-language-models
https://allenai.org/olmo

Chance of generating Franken-Dutch
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Cost
Dutch tokenizer English tokenizer
Training from scratch Finetuning LoRA finetuning " tPr(l)m'F’ZEng -
GPT-NL... one day? ? GEITje, ... “BLOOM-NL", ... Istral with Dutc

prompts
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How can we reuse these models?

RobBERT-2023
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Tik-to-tok

Our objective:

English Tokenizer Liberty H Equality H [MASK] G AN Fraternity |
k Dutch Tokenizer Vrijheid HGeIUkheidH IMASK] RoBERTa Fratemiteit}

13



Tik-to-tok

Our tools:

1. Good old translation dictionaries!

WORD TRANSLATION DICTIONARY

VIR/I|JHIE[I|D
L[ IBIERIT]Y
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Tik-to-tok

Our tools:

1. Good old translation dictionaries! 2. Character n-gram embeddings

<edq ati tin Ing ng>

Using FastText, you can compute
embeddings for incomplete words,
by summing the embedding of the
character n-grams it contains.

This enables to embed tokens!
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Tik-to-tok

Our tools:

1. Good old translation dictionaries!

(3) FAST-TEXT WITH SKIPGRAM OBJECTIVE

£ Pron
< WUGIOE + ... + 0E00)
SHOULD BE EQUAL TO

£ moEpeER + .. + O£

(4) TOKEN EMBEDDING + SOURCE NEIGHBORS RETRIEVAL

> DE0RE S ~ (00 £) (Do £

2. Character n-gram embeddings
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Chapter 2: BERT




RobBERT-2023

Word Sentence Pair Document
Avg POS NER CR NLI SA ALD QA
Model RER RER acc RER g9 RER acc RER acc RER Acc RER g1 RER g4
= RObBERT2023 1arge 18.6 15.9 95.1 19.0 g, 47.1 59, 27.7 89.3 21.9 4.7 16.5 45. 16.2 751
=% DeBERTay3 jarge 15.7 17.9 952 10.9 g7 35.4 75 24.1 gg 7 6.4 g9 g 12.5 4. 48.4 g4 7
&) XLM-Rarge 14.4 26.5 954 29.7 g0. -25.8 555 24.4 gg o 13.2 949 19.0 4. 37.2 1.4
&) mDeBERTa,3 pase 12.8 18.2 955 17.2 gs. 19.7 49. 25.2 gg. 9 3.393.5 12.4 43 29.2 79.0
= Tik-to-ToKarge 12.3 22.2 3.3 24.2 gg. 2.4 4. 29.5g9.6 30.5 ¢95.3 -8.0 55. 41.7 g3.7
== Tik-to-Tokpase 5.7 15.1¢5.1 4.7 a4 6.5 4. 9.7 86.6 4.1 g5 4 12.0 43, 17.8 75 4
== RObBERT023 base 4.5 8.8 93.0 6.5 g7 2.6 43. 7.8 gs.3 9.8 93.3 7.0 41, -5.9 8.6
== RObBERT 7022 pase 3.6 17.3 9.2 7.6 g7 -10.1 555 3.185.4 4.0 93 5 18.9 4. -0.2 79.3
== RObBERT? pase 1.6 16.2 9g.5 4.1 g -10.2 55 -3.8 g4.6 -0.5 93,7 12.0 43. 2.2 71.0
== BERTjepase 0.0 0.9 97.5 0.0 g 0.0 ¢ 0.9 g5.2 0.0 93 3 0.0 55 0.9 75.3

pieter.ai/robbert-2023; dumbench.nl

18



Chapter 3: GPT



Low-Resource & GPT?

e Academic feedback on RobBERT-2023:
e Dutch i1s not low-resourced enough; too much data
 BERT models are overshadowed by GPT models
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Specificities of GPT

o Generation is more difficult than comprehension

e S0, models are very very large!

* universities can't usually afford them

e And they make trade-offs, like...

* requiring enormous amount of text to train
» dividing words into more tokens
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Larger... language models

e Advantages: e Disdvantages:
* QOur technique is even * |t costs much more to
more valuable retrain, and takes longer

* The resulting models can
achlieve way more
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Smaller... tokens

e Advantages:

e This mitigates a bit the
cost of training...

* but only If we also adopt
a smaller vocabulary

e Disdvantages:

 Mapping becomes even
more difficult, because
tokens / groups of
letters become shared
by many more words
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Changes to Tik-to-Tok

o Before:

 We would map tokens
based on the character
sequences they contain.

o After:

 We map the tokens
based on which words
they are actually used In.

e For this, we use SMT.
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Low-Resource & GPT?

e Academic feedback on RobBERT-2023:
e Dutch i1s not low-resourced enough; too much data
 BERT models are overshadowed by GPT models
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Tatar GPT

e Tatar?
 Low-Resourced Language
 Not an Indo-European Language
* Not written using the Latin Alphabet*

Extinct Endangered
|

Safe

— |

EX CR SE DE WU

NE
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Tatar GPT

e Tatar?
 Low-Resourced Language
 Not an Indo-European Language
* Not written using the Latin Alphabet*
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What can achieve with this?

e What we have: e What we don't have:
 Small but not minuscule » Datasets for training
corpus of monolingual helpful chatbots
text . Intructions datasets to
* Small and mostly Bible- align models with
and Quran-based human needs

parallel corpus
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Prompting, before instructions

Tatar - Detected English Spanish French Vv

byreHre o4pallyHblH TeMachbl:

3yp WapTtnayaaH coH UH 60PbIHIbl A2NUINSHISH raflakTuka dynapak
JADES-GS-z13-0 éunrensHge. XXup opéutacbiHgarbi [)xenmc Y366
MH(pPaKbI3blN HYpPAaHbILlW TeNecKonbl ApAsaMeHaare aybiLu
KOCMOJIOMUK Kbl3bl/1 TalMNbINIMaHb! Y142Yra HUre3NaHae.

MeHa 6yreHre o4ypallyHblH TpaHCKpUnuusce:

— Conam! Ce3 aHanblknap TypbliHAa uwettereame?

— K. KbI3bIK H3PC? YKblAbIlbI3Mbl?

— oue: 13 Munnuappg AKTblJblK €/1bl epak/ibirbiHAa YPHaLWLKaH UH,
60pbIHrbl ranakTukanbliH — JADES GS-Z13-0 6ynybiH adbiknagbinap.
— Huyek?

— [[anakTuKaHblH Awe 13,2 Munnuapa en gun ucannaHa. by lanaMHer,
Alle aKkblH4Ya 13,8 Munnunapa en gun caHana.

- UMK, ranakTUKaHblH Ale ManaMHeH sle 6ensH 6ep yama.

— due.

— © 6y ranakTuka Hu4eK tabbinrax?

- ¥Yn XXup opéutacbiHga éynraH [)xenmc Beb6 ranamu Teneckonbi
ApASMEeHD aybl/iraH.

745 /5,000

English Spanish Arabic Vv

The topic of today's meeting is:

JADES-GS-z13-0 has been identified as the oldest known galaxy since
the Big Bang. The discovery by the James Webb Infrared Telescope in
Earth orbit was based on measurements of cosmological redshift.

Here is a transcript of today’'s meeting:

- Hello! Have you heard about the news?

- No. Did you read something interesting?

- Yes: JADES GS-Z13-0, the oldest galaxy located 13 billion light-years
away, has been discovered.

- How?

- The age of the galaxy is estimated to be 13.2 billion years. The age of
this Universe is estimated to be about 13.8 billion years.

- Therefore, the age of the galaxy is about the same as the age of the
Universe.

- Yes.

- How was this galaxy found?

- It was discovered by the James Webb Space Telescope in Earth orbit.

D 0 G

% Not every task needs
Instruction- prompts.

We can achieve a lot
using the "old"
technigues people
used prior to GPT-3.

Here, we use the GPT
model to convert text
from one style into
another.

This helps with the
< |low-resource issue!
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Zero-Shot Translation

e By creating "Hydra" models which can work with both the
new and the old tokenizer, we can use the models to
translate from English to Tatar, beating Google Translate!

onbaTTa, KaparaH nepuoi eveH Kapayuvira hen caeH 1,8 neHcua Ko3ddUUMEHTb KYN3MEHAS MMUHMAT CTaxbl A3blna.
Of course, for the period covered, the carer is insured every month in the amount of 1.8 pension ratio.

45 chrF (Google):
onbaTTa, KannaHraH 4Yop e4eH Kapbepa ail caeH 1,8 neHcua KYNSMeHA3 VMMUHASWTepens.

60 chrF (Hydra):
onbaTT3, KannaHraH 4Yop e4eH an caeH 1,8 neHcus Ko3ddUUMEHTbl KYNSMEeHA3 UMUHUATNSWTEepens.

Despite having never seen any parallel sentence!
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Zero-Shot Translation

 We can also translate from many languages, zero-shot,

without using a pivot language!

print(translate_english_text("Bad property debt exceeds reserves at largest US banks: Loan loss provisions have thini
# At the biggest U.S. banks, bad Loans are outpacing reserves: Loan lLoss reserves are shrinking, even as watchdogs s:

<

e

AKWHbIH MH 3yp BaHKnapbiHAa HadYap MWAek KpeauTbl 3anac GoHATAH apTbin KUT3: KpPeAuT KranTynapbl e4eH pesepenap KUMKU, XaTTa
KY33TYeNeK OopraHHapbl KoMmepuus Ky4emces munek 6HasapbiHparsl xseednspHe accbi3biKabliinap.

print(translate_english_text( Qu’avez-vous fait aupres des citoyens ? Zéro" : tension lors du conseil communal de

# "What did he do to the people?" — "Zero": tension in the Charleroi city council over the 1issue of pollution by met:
X [

«Xanelk 6ensH Hapca awnarsH?» — «Hynb»: lapnepya wWskhap WypacbiHAa MeTan/ KUCy4ensp nbl4paTy Macbanace OyeHYa KuepeHkene
K.

print(translate_english_text( Aan het station in Leuven is een vrouw van 27 gegrepen door een bus. Ze raakte zwaary
# A 27-year-old woman 1s covered in a bus at Leuven station. He suffered serious injuries and was resuscitated at the

L [

NleBeH CcTaHuuaceHas 6ep xaTblH-Kbi3 27 AweHAs aBTobycTa KannaHa. YN aeblp T3H K3pax3TNspe angpl haM ypblHAa peaHuMMaTu3aums
NaHpe. XaTblH-Kbi3 ane bonbHUUAra 03aThidbl, SMMa aHAa Kap3XaTnspeHHaH BadaT Oyngpl. Hu4ek wanakaT byna anrad, sne TuKwe
pens.
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And the future!
THEWORLD IF™
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